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Abstract. Fashion companies have been always facing a critical issue to design 
products that fit consumers’ needs. On one hand, fashion industries continually 
reinventing itself. On the other hand, shoppers’ preference is changing from time 
to time. In this work, we make use of machine learning and computer vision tech-
nologies to automatically design new “must-have” fashion products with popular 
styles discovered from fashion product images and historical transaction data. 
Products in each discovered style share similar visual attributes and popularity. 
The visual based fashion attributes are learned from fashion product images via 
a deep convolutional neural network (CNN). Fusing together with popularity at-
tributes extracted from transaction data, a set of styles is discovered by Non-neg-
ative matrix factorization(NMF). Eventually, new fashion products are generated 
from the discovered styles by Variational Autoencoder (VAE). The result shows 
that our method can successfully generate combinations of interpretable elements 
from different popular fashion products. We believe this work has the potential 
to be applied in the fashion industry to help to keep reasonable stocks of goods 
and capture most profits.  
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1 Introduction 

Fashion industries live on the cutting-edge of design, continually reinventing itself.  
Every season, fashion companies launch new styles into the market and try to be the 
trend-setters who produce most “must-have” products. Which product will become the 
“must-have” one? It is totally decided by the market. We define the “must-have” pop-
ular fashion product as the product that has high sales. However, customers’ needs are 
difficult to interpret. Different people have different preference and their taste may also 
change from time to time. How to design new styles that meet customers’ needs is an 
open research question. Currently, fashion companies offer styles based on designer 
choices, which rely on their knowledge of social situation or cultural phenomena and 
guess what will be popular in the next season. However, the stakes are high, since un-
sold products at the end of season are either sold at huge discounts, or destroyed to 
protect the exclusivity of a brand name. In this paper, in order to complement the tradi-
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tional investigation on future fashion trend, we aim to discover the style pattern of his-
torical fashion products and consider customer’s needs by machine learning and com-
puter vision techniques. Variations or evolutions of design leading trend can be ex-
plored by learning through continuous selling items. We believe that information from 
image data goes beyond the knowledge boundary of human and captures more precise 
characteristics. With our method, new products could be automatically designed based 
on the discovered style pattern along with transaction information, such that they will 
have higher probability to become popular and lead to more profits. 

 Specifically, given a set of fashion product images with transaction history, our ob-
jective is to discover the style of “must-have” fashion products and automatically gen-
erate new fashion products with “must-have” styles. The contribution of our work con-
tains two folds: 

x We propose a new approach to successfully discover popular fashion product styles 
from product images and transaction history without supervision. 

x Our approach could automatically generate new “must-have” fashion products that 
may have higher probability to meet customers’ needs than traditional designer 
choices. 

Applying this work into fashion industries, fashion companies could launch new prod-
ucts into markets based on customers’ needs, which would benefit targeted marketing 
incentives with higher successful rate, capture most profits and keep reasonable stocks 
of goods. 

2 Related Works 

In the fashion industry, the majority of sales forecasting models are using statistical 
methods [1], which however, depend on many manually designed attributes other than 
attributes extracted from images. Even with big data analytics, the fashion industry still 
extracts feature from the product description and sales data [2] to infer the preferred 
styles and color for the next season. 

Currently, there are several studies on customer preferences using image data, such 
as catalog image recommendation [3]. However, most of the recommendations are 
based on image retrieval e.g. find similar clothes with a given image. This kind of rec-
ommendation neglects customers’ preference in styles of products. To capture the mar-
ket scale preference, modeling style characteristics has become a popular computer vi-
sion task (e.g. categorize images with similar latent features) nowadays [4].  However, 
the popularity of each fashion style is still missing. Therefore, to figure out fashion 
product styles along with their popularity, we extended the existing style discovery 
method [4] to incorporate both visual contents and popularity information. And to take 
a step forward, we generate new products based on the discovered styles, which are not 
attempted in previous fashion design studies using generative models [5]. 
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3 A Machine Learning Approach for New Products Design 

There are two challenges in solving the problem of automatically generating the next 
“must-have” fashion products. One challenge is how to discover fashion product styles 
sharing similar visual attributes and popularity. Popularity here refers to high sales. 
Another challenge is how to automatically generate new fashion product matching cus-
tomer’s preference. We proposed a new approach based on historical product images 
and transaction data. It first trains a CNN based deep attribute model to learn the visual 
based fashion attributes from fashion product images and fuse together with popularity 
attributes extracted from transaction data. Then it discovers a set of styles that are shar-
ing similar visual attributes and popularity from product images without supervision. 
Finally, new “must-have” fashion products are automatically designed by Variational 
Autoencoder (VAE) with images of discovered popular styles. The framework for the 
proposed approach is presented in Fig.1. 

 
Fig. 1. The proposed framework for generating popular fashion products. 

To better extract the visual attributes from fashion product images, robust represen-
tations of fashion products need to be learned from images first and they should be 
interpretable in visual elements. Thus, a deep convolutional model would be trained for 
attribute prediction using the DeepFashion dataset [6], which contains more than 
200,000 images labeled with 1,000 semantic attributes collected from online fashion 
websites.  

Inspired by [4], we proposed a deep attribute model based on CNN. The model is 
composed of 11 convolutional layers with 3 × 3 filter size followed by 3 fully con-
nected layers and 2 dropout layers with the probability of 0.5. Additionally, all the lay-
ers in our model are followed by a batch normalization layer and a rectified linear unit 
(ReLU) except the first two fully connected layers are followed by a scaled exponential 
linear unit (SeLU). We implemented our model in Keras with the weighted binary cross 
entropy loss to train the network for binary attribute prediction. The network is trained 
using SGD for stochastic optimization. 

Given a set of images 𝐶 = {𝑐𝑖}𝑖=1
𝑁  , the probability of  𝑀 attributes for 𝑖𝑡ℎ image is 

𝑎𝑖. With the deep attribute model, we can get the trained model parameters 𝜃 and have 
𝑎𝑖 = 𝑓𝑎(𝑐𝑖|𝜃). That is to say the probability of semantic attributes such as floral print, 
stripe and arrow collar etc. in a given fashion product image can be obtained, and we 
adopt it as the visual attributes for representing a given product image. 

The deep attribute model yields a matrix 𝐴 ∈ ℝ{𝑀×𝑁} representing the probability of 
𝑀  visual attributes for 𝑁 images. The sales data for each product are simply treated as 
an additional attribute. By augmenting matrix 𝐴 ∈ ℝ{𝑀×𝑁}  to 𝐴 ∈ ℝ{(𝑀+1)×𝑁}  , the 
sales information can also be considered for discovering latent styles. To discover the  
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Table 1. Total transactions for each discovered style. 

Style 1 2 3 4 5 6 7 8 9 10 
Sales 111 20 18 22 29 16 66 16 29 43 
Popular Yes No No No Yes No Yes No Yes Yes 
Style 11 12 13 14 15 16 17 18 19 20 
Sales 16 17 33 15 25 11 77 14 54 15 
Popular No No Yes No Yes No Yes No Yes No 
Style 21 22 23 24 25 26 27 28 29 30 
Sales 31 65 25 19 24 22 14 20 22 15 
Popular Yes Yes Yes No Yes No No No No No 

 
set of 𝐾 latent styles 𝑆 = {𝑠𝑘}𝑘=1

𝐾 , we use a nonnegative matrix factorization (NMF) 
method to infer nonnegative matrices 𝑊 ∈ ℝ{𝑀×𝐾} and 𝐻 ∈ ℝ{𝐾×𝑁} such that 𝐴 ≈
𝑊𝐻. In this way, the discovered styles could share the similar visual attributes and 
popularity at the same time. 

To produce products that are similar to those discovered styles but not the same, we 
formalize it as a problem that aims to learn a model  𝑃̂  that is as similar as possible to 
𝑃 which is an unknown distribution where examples 𝑋 follows [7]. Generative Adver-
sarial Nets (GAN) [8] and Variational Autoencoder (VAE) [9] are two state-of-art ma-
chine learning generative models. GAN is to find the Nash Equilibrium between dis-
criminator net from true distribution 𝑃(𝑋) and the generator net from model distribu-
tion 𝑃̂(𝑋). VAE, on the other hand, is a probabilistic graphical model rooted in Bayes-
ian inference. After comparing the performance between both, VAE is more suitable in 
our cases. It can generate combination of interpretable elements from different prod-
ucts. This might because the scale of training samples is small and VAE can learn the 
latent variables that are interpretable.   

4 Experiment Results 

Our model is evaluated on a real world data that is collected from a Hong Kong com-
pany. The data for the experiment contain 950 T-shirts images with 2058 transactions 
including online and offline purchases from year 2015 to 2017. 
Evaluation for Deep Attribute Model. We trained our deep attribute model on 
cropped upper body images from the DeepFashion dataset.  Due to the nature of the T-
shirts, we only consider upper body clothes. Therefore, we cropped upper body images 
in the DeepFashion dataset and only use 533 attributes, which frequently appear in the 
upper body dataset (we take attributes that appear more than 100 times in this experi-
ment).  We split the DeepFashion dataset into 80% for training, 10% for validation and 
10% for testing. Our attribute predictions average 77% AUC on a held-out DeepFash-
ion test set. 
Style Discovery. The NMF method in sklearn package in python has been used to learn 
K = 30 styles. For each style, we ranked top 10 images ordered by their attributes’ 
similarities.  As we can see in Fig.2, the colors in style 1 tend to be cold and dark, while 
in style 10 the colors tend to be pinky. Two styles that have average popularity in Fig.3  
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Fig. 2.  The product images for the discovered styles with high popularity. 

Fig. 3. The product images for the discovered styles with average popularity. 

Fig. 4.  Examples of new fashion products generated from style 1 and style 10. 

both have very complicated prints compared to the styles with higher popularity in 
Fig.2. From this observation, we can say that customers in our data prefer simple and 
refreshing styles than complicated design with detailed prints.  

The average transaction for each product in our data set is 2.29. Hence, the transac-
tions for a style (10 products) with average popularity should be 22.9.  From Table 1, 
we can find that half of the styles we discovered have transactions higher than 22.9, 
which shows that our style discovery can find styles that have higher popularity.  
 “Must-have” Product Generation. The images from style 1 and style 10 are fed into 
the VAE with concrete latent distribution [10] respectively.  As we can see from Fig.4, 
the generated T-shirts have mixture elements from the original ones but are consistent 
with the original styles. Some obvious changes are: long sleeves to short sleeves, new 
color, mixture of graphic prints and the design of the collar transfer from one shirts to 
another. For example, the generated shirt in the first column in style 1 from Fig.4 con-
tains the stripes and prints from the shirt in the fourth column in style 1 in Fig.2, and 
the color mixture from shirts in the fifth and sixth column in style 1 in Fig.2. 
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5 Conclusions 

In this paper, we proposed a new approach for generating the next “must-have” fashion 
products. We first learn the visual attributes from an existing large dataset with fashion 
product images. Secondly, we incorporate visual attributes and popularity together from 
real world product images with transaction data. We then discover a set of styles that 
are sharing similar visual attributes and popularity in an unsupervised manner. Finally, 
new “must-have” fashion products that have interpretable elements are automatically 
designed from images of discovered popular styles. With our method, by replacing 
transaction data to investigation data (votes on fashion products that will be in the mar-
ket), we can also visualize designs that contain the fashion leading components. In the 
future, we are going to apply our method on bigger dataset and evaluate the popularity 
of new generated products in the real world. The current dataset of generated products 
is not in a big variety. With more data, we would like to validate that our method can 
also generate more creative products from the discovered styles. 

 
Acknowledgement 
The work is partially supported by the funding for Project of Strategic Importance pro-
vided by The Hong Kong Polytechnic University (Project Code: 1-ZE26), funding for 
demonstration project on large data provided by The Hong Kong Polytechnic Univer-
sity (project account code: 9A5V), and RGC General Research Fund, PolyU 
152199/17E. 

 
References 

1. Brahmadeep, Thomassey S (2016) Intelligent demand forecasting systems for fast fashion. 
Information Systems for the Fashion and Apparel Industry, pp. 145-161. 

2. Banica L, Hagiu A (2016) Using big data analytics to improve decision-making in apparel 
supply chains. Information Systems for the Fashion and Apparel Industry, pp. 63-95. 

3. Shankar D, Narumanchi S, Ananya H-A, Kompalli P, & Chaudhury K (2017) Deep learning 
based large scale visual recommendation and search for e-commerce, arXiv preprint arXiv: 
1703.02344. 

4. Al-Halah Z, Stiefelhagen R, and Grauman K (2017) Fashion forward: Forecasting visual 
style in fashion. In: ICCV 2017, pp. 388-397. 

5. Deverall J, Lee J, and Ayala M (2017) Using generative adversarial networks to design 
shoes: the preliminary steps, CS231n in Stanford. 

6. Liu Z, Luo P, Qiu S, Wang X, and Tang X (2016) DeepFashion: Powering robust clothes 
recognition and retrieval with rich annotations. In: Proceedings of IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), pp. 1096-1104. 

7. Doersch C (2016) Tutorial on variational autoencoders, arXiv preprint arXiv: 1606.05908. 
8.  Goodfellow I, Pouget-Abadie J, Mirza M, Xu B, Warde-Farley D, Ozair S, Courville A-C, 

and Bengio Y (2014) Generative adversarial nets. In: Proceedings of NIPS, pp. 2672– 2680. 
9.  Kingma D-P, and Welling M (2014) Auto-encoding variational Bayes. In: ICLR. 

10. Variational Auto Encoder with Concrete Latent Distribution,  https://github.com/Emi-
lienDupont/vae-concrete, last accessed 2018/3/28. 

https://github.com/EmilienDupont/vae-concrete
https://github.com/EmilienDupont/vae-concrete

